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ABSTRACT There has been quite recent work on the Enron corpus.

Email plays an important role as a medium for the spread oMOSt work has focused on natural language processing (NLP)

: o ) . erspectives, such as spam detection and email topic-classi
information, ideas, and influence among its users. We ptese

) . . _Tication [4, 8]. The exploration of both NLP and SNA has
a framework to learn topic-based interactions betweerspair . . ; :
; . . . . started with the author-recipient-topic model (ART) [9%tatic
of email users, i.e., the extent to which the email topic dy- : . e .
. ; Bayesian network, investigating the use of email content to
namics of one user are likely to be affected by the others:.

) : . iscover roles of the people in the social network. To our
The proposed framework is built on the influence model an .
L . : nowledge, however, little work has been conducted to study
the probabilistic latent semantic analysis (PLSA) languag : . X
. L7 . he influence between email users, while the problem of de-
model. This paper makes two contributions. First, we mode - .
: . . X i termining how much influence one person has on others has
interactions between email users using the semantic conten . : . : L
. . . been studied using other media, such as video and audio, in
of email body, instead of email header. Second, our frame= . : .
. . : s -a number of settings, e.g., multi-party conversationsd&j]
work models not only email topic dynamics of individual emai .
. . I L wearable computing [6].
users, but also the interactions within a group of individua . o
) ) . In this paper, we propose a framework that qualitatively
Experiments on the Enron email corpus show some interest-

. . ' . investigates the interaction and influence among emaikuser
ing results that are potentially useful to discover thedrieny . . .

N The proposed framework is built on the influence model [3]
of the Enron organization.

and probabilistic latent semantic analysis (PLSA) [7]. sThi
paper makes two contributions: (i) Instead of using email
traffic (“From” and “To” fields), we model interactions be-

Email has become one of the most important media for humaf{Véen emails users using the semantic content of emajs. (ii
communication. It is indispensable in organizations fathbo The proposed framework uses a dynamic Bayesian network
local and remote information sharing and collaboratiorv-Se (PBN) to model not only email topic dynamics of individual
eral properties distinguish email from other media: (i) sem €Mmail users, but also the interactions within a group of-indi
structure: structured header (“To”, “From”, “Date”) and-un Viduals. Although the Enron corpus used in our experiments
structured body (the text of the email); (ii) sequentiatmat ~ ©Nly contains text, our framework could be easily applied to
every email has a timestamp (date); (ii)) plentiful datalece ~ Multimedia e-mail corpus . For instance, in case there were
tronic form; (iv) possibly multimedia email attachmentgoP ~ image attached in emails, both textual and.visual PLSA_fea-
ple not only exchange text (in both email subject and body)tures [10] could be extracted and serve as inputs to the influ-
but also e-documents (papers, pictures, weblinks, prasentence model.
tions ...). In this sense, email is truly multimedia. The paper is organized as follows. Section 2 gives an
There has been increasing interest in email research,ynaifiyerview of the proposed framework. Section 3 presentslemai
in social network analysis (SNA) [11]. Previous work on tOpic modeling using PLSA, and Section 4 describes the in-
emails has been limited by two factors: (1) unavailability o fluence model. An agglomerative clustering is described in
a public corpus from a real organization; (2) privacy issuesS€Ction 5. Section 6 reports the res_ults on the Enron data_lset
only “To” and “From” fields of emails have been used, ignor-and an .ema|l wsuqhzgtpn and retrieval system. In Section
ing the email content. The Enron email corpus (publiclyavai 7+ We discuss the limitations of our framework, and present
able atht t p: / / waw 2. cs. crmu. edu/ ~enr on/ )isap-  future directions.
pealing not only because it is a large scale email collection
from a real organization covering a period of 3.5 years, but 2. FRAMEWORK OVERVIEW
also because it uniquely documented the rise and fall of th®ur framework (Fig. 1) includes several parts. First, aniema
energy giant Enron. It provides a promising resource for reparser automatically extracts the standard email iteras, i.
search on human interactions, and for discovery of the Imddesender, recipient, subject, da@ndthe bodyfrom the email
patterns of collaboration and relationships in commusitie  text file. Second, we perform standard text preprocessing on

1. INTRODUCTION
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Fig. 2. Influence model. The model has two levels. The

g%irst level models email topic dynamics of individual users,

and the second level models interactions within a group of
individuals.

Fig. 1. The proposed framework to learn influence amon
people from emails.

the email body, including removing stop words, and stem-

ming word using Porter’s suffix-stripping algorithm. Thiyd where (d, w) is the frequency of word in document.

we apply PLSA language model [7] to project each email  giarting from random initial parameter values, the EM

fr_om th_e hlgh-dl_menS|onaI bag-of-wor_ds space into a IOW'procedure iterates between:

dimensional topic-based space (Section 3). The output of - _

PLSA serves as input to the influence model, which learns © E-Step: where the probability that a word, in a par-

how much influence each email user has on the others (Sec-  ticular document; is explained by the topiey is esti-

tion 4). The learned model is an influence matrix in which mated as:

each entryy;; represents the influence of persoon person p  P(wj|z) P(2k|dy)

j. The degree of interaction between two persons is defined as Zszl P(wj|2) Pz dy)

the average of the pairwise influeng®; = % (a;; + aj;). A

clustering algorithm can be applied to the interaction iratr e M-step: where the parametef3(w,|z;) andP(zx|d;)

to cluster people into groups for the discovery of the commu- are re-estimated to maximiZein Equation (2):

nity structure of the organization (Section 5). More detail N

will be described in the following sections. P(w;|zk) = k;izlz‘\f(di’wj)])(zk'di’wj) 7
2jm1 2imr f(diwi) P(zg|di, wy)

3. MODELING TOPICS WITH PLSA 4)

M

Probabilistic latent semantic analysis (PLSA), also chéle- P(z|d;) = Ejzlli(dqu)P(md“wj)
pect model, is a language model that transforms documents in 2 k1 2= f(diy w5) P2r]di, wy)
the high-dimensional bag-of-words space to a low-dimeraio ()
topic-based space. Each dimension in this new space reprghere N is the number of documents in the corpbls M
sents a topic, and each document is represented as a mixtigethe number of words in the vocabulaly, and K is the
of the topics. In our case, a document corresponds to ongumber of PLSA topics. The EM iterations are stopped once
email. We summarize the PLSA model in the following. Forthe relative difference in the global log likelihood is l¢kan
a detailed discussion, see [7]. 2%.

In PLSA, the conditional probability between documents  Given the learned PLSA model, we can transform each
d and wordsw is modeled through a latent variablewhich  email into a K-dimension vectori{ = 50 in our experi-
can be thought of as a topic. A PLSA model is parameterizeghents), in which each dimension gives the probability of the
by P(w|z) andP(z|d). It is assumed that the distribution of email belonging to each of the topics.
words given a topicP(w|z), is conditionally independent of
the document. Thus the joint probability of a documeéand 4. THE INFLUENCE MODEL
a wordw is represented as

®3)

3

We describe the structure and learning of the influence model
P(w,d) = P(d) Z P(w|z)P(z|d). (1)  in this section. The full motivations and justifications wer
z originally described in [2].
The PLSA parameter$)(w|z) andP(z|d), are estimated
using the EM algorithm to fit a training corpus with a vo- ~ 4.1. Model Structure

cabulary ofi¥’, by maximizing the log-likelihood function The influence model (Fig. 2) is a dynamic Bayesian network

I = Z Z £(d, w)log P(d,w), 2)  (DBN)thatmodels interacting Markov chains. The entire net

1 work has a two-level structure: the individual user leved an
eDweW



the interaction level. For the individual level, we modelaim Taking the derivative with respect tg;, we get,
topic dynamics of each email user using a first-order Markov _
model with one observation variable and one state variable. 9log P(.S,O) T X P(S{|S]_,)
In our case, the observations are emails, and the states repr Doy - Z Z SN i P(SiST_ )
sent the topics conveyed by emails. To model interactidwes, t t=2 41 Sg=1 s AT
state at time of the useri (S;) depends on all the previous More details are given in [3].
states of all users (including itself, resulting in the full con-
ditional state transition probability?(Si|S} ;52 ,--- S} ,), 5. CLUSTERING PEOPLE
whereN is the total number of persons. ) ) ) ] )

The influence model [2, 3] employs the strategy that res discussed in Section 4, the learning result of the inflaenc

duces the full conditional probability as a convex combiorat model IS the interaction matrix, in W_h'Ch eaph entry of row
of pairwise conditional probabilities columny (B;;) tells us the degree of interaction between per-

soni andj. Motivated by the assumption that interactions
N among people in the same group are usually strong, and inter-
P(SHSt 82, ---SN )= Z a;;P(Si|S!_}), (6) actions among people in different groups are normally weak,
j=1 we apply a standard agglomerative clustering method on the
interaction matrix, described as follows. We start withleac
wherea; (Z;.VZI aj; = 1) represents how much the state person forming its own cluster, and iteratively merge clus-
transition the‘ Markov chain is influenced by thé" Markov ~ ters which have the largest interaction value until all peop
chains. In other wordsy;; represents the influence of personhave been gathered into a single big cluster. The similar-
j on person, corresponding to the weight of the link froim 1ty of two cIu_sters is calculated as the average of the pair-
to j of the influence matrix (Fig. 2). Note that; # a;;,i.e, ~ WiSe interaction of the persons from each cluster.. That is,
the influence of persoion person is not equal to the influ-  Sim(Ci, Cj) = ﬁ Y ke, iec, Ok, WhereN;, Nj is the
ence of persori on persori. The interaction between person humber of persons in clustér; andC;, respectively.fy; is
i andj can be defined as;; = %(aij + aj;), Which is used the interaction between persér(in clusterC;) and persori
as the similarity between a pair of persons to cluster peoplén clusterCy).
into groups (Section 5).

9)

6. EXPERIMENTS

In this section, we first briefly describe the Enron corpus and
the data preprocessing, then present our results. Fimaly,
The maximum likelihood (ML) criterion can be applied to es- briefly describe our email visualization and retrieval syst
timate the model parameters. The joint log probability & th with the feature of user clustering.

influence model is

4.2. Learning the Influence Matrix

6.1. Enron Corpus and Preprocessing

N
log P(S,0) = Y logP(S}) +Y Y logP(d}lS})  The Enron email dataset was made public by the US Fed-
=1 t=11i=1 eral Energy Regulatory Commission (FERC) during its in-
initial probability  emission probability vestigation into Enron affairs. The cleaned version costai
T N N 517,431 messages sent by 150 personnel of the corporation
+ Y Y log ) ajiP(SiISE ), (7)  between 1998 and 2002 [8]. In our experiments, we only
t=2i=1  j=1 o~ used the emails that were received by at least one of the 150

j influence on i

users, amounting to 21,612 emails. The 21,612 emails were

whereO ands denote observations and states respectizely. Ordered according to their date with a time step of one day
is the length of the sequence, asjddenotes the observation ffom Oct. 13,1998 to May 21, 2002. The PLSA topic for the

of personi at timet. Similar to the aspect HMMs [5], we em- day without emails was set to zero, and multiple emails in tr_\e
bed PLSA as the emission probability in Equation (7), whichSa@me day by the same person were merged. After applying
means that we havi (the number of topics in PLSA) differ- anguage preprocessing including downcase, removal of the
ent states for the variabl&é. In [3], the gradient descent was StOP words, and word stemming, we obtained a vocabulary of
used to calculate the;; values by maximizing Equation (7). 23,776 unique terms.

We keep only the terms relevant to maximization axgrin

Equation (7), 6.2. Results

Fig. 3 (a) shows the learned interaction matrix. The value

T N N
af, = argmaX{E E :1og§ :aﬁp(sﬂsg )} (8) of each entry of row columnj (5;) is the interaction be-
3 - ° .
! e S S | tween persomn and persorj. As a comparison, we calculated



ool 1 Bi; 1s in better accordance with role similarities thaf; .
a0 .
60r .

8ol
100,
120
140

20
40
60
80r

100

120

140

7. LIMITATION AND FUTURE WORK

Person ID
Person ID

The lack of a comprehensive evaluation and comparison with
other methods is a typical issue in SNA [11], and also the
main limitation of our work. In contexts where researchers
know what the right answer should be, evaluation is done by
comparing automatic results with the manual ground-truth.
In other contexts, evaluation is more subjective becawseth

is no one right answer. Our initial evaluation thus far has
Table 1. Statistics of interaction and the email traffic matrix. ysed google search for job titles of email users. For a formal

50 100 150 50 100 150
Person ID Person ID

(a)
(b)

Fig. 3. (&) The interaction matrix. (b) The email traffic matrix.

lntl\g?;:;('on m(;” O’ggg - OmO%"’:; o%tgée and comprehensive evaluation in the future, we have plans fo
Traffic 0 7102 | 472 | 8669 consultations with Enron experts who could identify inggre

ing and useful results.

Another limitation of our approach is the first-order Markov
assumption used in the influence model to model topic dy-
another matrix based on the email traffic between users. Ifamics of individual email users. Some emails will invatela
specific, the weight of the link between useand userj is  this assumption. To handle this, we could use a higher-order
the number of emails betweerto j, denoted byM;;. The  Markov model by adding longer temporal dependencies. This
M;; matrix, which we call the email traffic matrix, is shown will be investigated in future work.
in Fig. 3 (b).

We can see that both matrices are symmetrical and Spaf%cknowledgments
but the interaction matrix has a clear diagon®]), which in- _ ) _
dicates the email topics of most users are influenced by thef!'s Work was supported by the Swiss National Center of Cempe
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between two persond{;;). The table items are listed based

on j;; in descending order. We can see that a lavfje may
not correspond to a large;;. For example, the number of
emails of pair D: “Jeff Dasovich” and “Mary Hain” i848,
which is larger than that of pair B: “Teb Lokey” and “Steffes
Corman” §7). But the interaction estimated by our approach
of pair D (0.012) is much smaller than that of pair B.£8).

This might be explained by their job titles. The job titles of 3
pair B were both related to regulatory affairs, while pairdzh
quite different roles in the organization: one is the govern [4]
ment relation executive and one is a lawyer. Similar reasons
might explain the other items in the Table. We can see thats;
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